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1 Introduction

In data science practitioners often address problems incorporating multiple complex datasets with different characteristics and even within one dataset differences between subsets of data might be considerable. Reasons why subsets could be different are various. For example,
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they could be collected in different company’s departments, possibly located in different parts of the world, they could be extracted from different databases, created at different times, captured with different types of sensors, etc. An important question is whether these data (sub)sets are similar enough to be used in a common data analytics task, for example in prediction, development of a new analytical method or in tuning parameters of a given model. As there are practically no tools available to answer these relevant questions, the questions are frequently swept under the carpet. We describe an approach to empirically obtain an important information about the similarity of datasets in the context of data mining tasks. Our toolkit consists of three workflows containing several similarity indicators, incorporated into the R package semiartificial (Robnik-Šikonja, 2014b). The workflows compare statistical properties of datasets and analyse dataset similarity using clustering and classification. Below we shortly introduce their principles.

The question whether two datasets can be used (interchangeably) in the same data mining task is not the same question as whether (parts of) datasets come from the same underlying probability distribution. For many data (sub)sets used in practical analytical tasks the statistical tests assessing differences in the distributions would likely return negative results, nevertheless these data (sub)sets can be used together in e.g., classification, as data mining methods are designed to be robust and generalise the differences. Similarity/equality of probability distributions is therefore just a part of information we shall provide. Whether two samples are drawn from the same probability distribution is a well-researched topic for low dimensional datasets and is covered in textbooks e.g., Venables and Ripley (2002). For example, to compare two one-dimensional numeric data samples we can apply a statistical test such as the Kolmogorov-Smirnov test or, for nominal data, we can compute distance between two discrete distributions using Hellinger distance or Kullback-Leibler divergence. To estimate a similarity of distributions for two higher dimensional datasets no practically useful mechanism exist, but if any of their marginal, lower dimensional, distributions are different, we can conclude that the datasets are not drawn from the same distribution. The same reasoning goes for central moments of the distributions, which shall also be similar. We use the central moments in the workflow presented in Section 3.

In unsupervised setting we are interested if two data (sub)sets produce similar clustering, i.e., if their distance based structure is similar. Simple as it may look, this is not the question answered by clustering comparison methods (for example adjusted rand index (ARI)). These methods take two clusterings obtained on the same dataset and compare membership of instances in both clusterings. In our case we want to compare clusterings obtained on two different datasets which do not have common instances so direct application of clustering comparison methods is not possible. In Section 4, we propose an original method to first transform the datasets and then apply standard clustering similarity measures to get a similarity estimate.

Classification is one of the most frequently used tasks in data mining. In the context of dataset similarity, we want to establish if two datasets produce comparable classification models. If the answer is positive, we could use the datasets interchangeably or jointly in classification tasks. This can help us to estimate parameters of prediction models and is of great importance if instances of one dataset are easier to obtain than instances of the other dataset. In this case, the auxiliary dataset can save us valuable resources and/or improve predictive performance. Our original workflow for prediction based similarity is presented in Section 5.

A need for effective dataset comparison methodology is evident form related work, where several useful applications are described. Our motivation for development of dataset
comparison methodology lies in generators of semi-artificial data, where it is crucial to know if the generated datasets are suitable replacements for original data. As semi-artificial data can be used in several scenarios (Robnik-Šikonja, 2014a), it is important to provide a toolbox which can reveal many possible similarities and differences between datasets.

The rest of the paper is divided into six sections. In Section 2 we review related work. In Sections 3–5, we present the three workflows: statistical, clustering, and predictive, respectively. We empirically evaluate all three dataset comparison workflows in Section 6. We first use random splits of several UCI datasets to establish initial expectations of what the workflows return for similar datasets and to show validity of the workflows. In the second stage we test the similarity of original and generated datasets using the semi-artificial dataset generator (Robnik-Šikonja, 2014b). In Section 7 we conclude with the overview of the work and ideas for improvements of the proposed comparison workflows.

2 Related work

Similarity is one of the central notions in learning and generalisation. There exist many similarity measures to compare individual objects (numbers, vectors, strings, graphs etc.). For example in the context of recommender systems, Morozov and Saiedian (2013) use cosine similarity and Pearson’s correlation coefficient to compare individual instances. The focus of this paper is not on assessing similarity of individual instances, but on similarity of entire datasets with a purpose to use them interchangeably in data mining tasks.

In statistics a question whether two samples come from the same probability distribution is an important and well-researched topic. For low dimensional datasets this question can be answered by statistical tests comparing the underlying (unknown) distributions, see e.g., Venables and Ripley (2002). Examples of such tests are Kolmogorov–Smirnov test, suitable for one dimensional numerical datasets, and \( \chi^2 \)-goodness of fit test for nominal data. For nominal data we can also compute the distance between two discrete distributions using Hellinger distance or Kullback–Leibler divergence.

In the context of association rule learning the attribute similarity between different databases was investigated in Das et al. (1998). The motivation was to find items with similar purchase patterns and to use clustering to form hierarchies of similar products. Authors define the external similarity of two attributes as similarity of projections of the attributes to a hand-selected subset of other attributes with the motivation that two items are similar if they are purchased together with the same set of items. Subramonian (1998) describes association rules based probability density estimation to detect when two datasets are significantly different and uses the approach to test if clustering of new data is different from clustering of old data. For efficiency reasons implementation of similarity in both Das et al. (1998) and Subramonian (1998) remains on the level of individual attributes. Parthasarathy and Ogihara (2000) use association rules to compare similarity of datasets. The definition of similarity uses the number of cooccurring association rules produced from two datasets. The potential application is in distributed computing, where similar datasets shall be distributed to the same processing node in order to get relevant rules or clustering for the assigned data.

In Anwar et al. (2012) similar similarity measure is applied to datasets describing software measurements and defectiveness of software modules. Related to association rules, which try to find rules with sufficient support and confidence, contrasts sets are groups of instances with statistically significant differences. Bay and Pazzani (2001) present an algorithm for discovery and description of such groups. This line of work was later extended to subgroup
discovery algorithms (Lavrač et al., 2004), which try to find rules describing subsets of the population that are sufficiently large and statistically unusual. Association rule based similarity is comparable to our third workflow (similarity based on classification), but we do not use the structure of models (i.e., association rules) but the models’ predictions, which means that any decision model (including association rules) can be used in our workflow.

In Sequeira and Zaki (2007), the motivation to find unusually similar (or dissimilar) datasets is to apply successful policies from one domain to the other. The compared datasets may be, for example, geographically distributed or collected at different times. The approach first discretises attributes and generates subspaces for each dataset separately. The constructed subspaces become nodes in the graph and several similarity measures are defined to weight the edges between nodes. Finally, several graph similarity algorithms are tested to compute similarities of the two constructed graphs and to detect matching subspaces. The approach was tested on artificial data and a high dimensional datasets from bioinformatics domain, where matching subspaces could potentially be exploited for discovery of gene functions. This approach tries to capture structural similarity of the graphs and weakly resembles our second approach (clustering similarity), but differs in a way how constructed subspaces are compared, as we do need explicit identification of matching clusters. Our approach also does not rely on any specific structural similarity metric (e.g., similarity of connections or components in the graph), but uses clustering and classification directly.

Ganti et al. (1999) present FOCUS framework for comparison of datasets based on association rules, clustering, or decision tree models induced from the data. The framework uses these models to partition the problem space of both compared datasets. The created partitions are merged (i.e., overlayed) in a process called greatest common refinement and then measures such as misclassification rate or statistical goodness of fit are used to compare matching partitions and aggregate the scores. The FOCUS can also focus on regions of interest defined by the user and aggregate scores only there. This was essential in one of the presented application scenarios where the differences between two datasets were interactively explored, similarly to drill-down and roll-up strategies in OLAP (online analytical processing) databases. Another application was analysis of required dataset size, i.e., how many instances are required to obtain predictive performance comparable to the full dataset. The approach used in this paper is conceptually simpler than in FOCUS and is presented in the form of workflows. Our clustering similarity workflow does not form matching partitions by overlaying two clusterings, but compares the originally produced clusterings by filling in instances from the compared datasets. By this our approach avoids matching errors. Also our predictive similarity workflow is not limited to matching regions and explicit space partitioning models, therefore we can use any classification model which is an important advantage as decision trees used in FOCUS are not competitive with state-of-the-art classifiers (Caruana and Niculescu-Mizil, 2006).

3 Statistical comparison

A commonly used approach to compare similarity of two low dimensional datasets which is also a part of our system is to compare statistics based on central moments: mean, median, standard deviation, skewness, and kurtosis. These statistics are computed separately for each attribute and then compared for matching attributes from both datasets. While these statistics offer an important introspection into the datasets, they are insufficient for datasets with several attributes. Visualisation of several statistics for each of attributes is
impractical and comparisons are difficult when the number of attributes increases (e.g., to more than 5). Another shortcoming of using these statistics is that they cannot provide a global view of the data. They are computed for each attribute separately and do not take possible interactions between attributes into account. The problem of attribute interactions is illustrated in Figure 1. The mean and median of attributes $A_1$ and $A_2$ are the same for left- and right-hand graph, but the datasets are quite different. The standard statistics also do not convey any information about similarity or interchangeability of datasets for typical data mining tasks. This issue is addressed in Sections 3 and 4.

Figure 1 Scatter plots of two dataset with the same mean and median for attributes $A_1$ and $A_2$

Standard, central moments based, skewness and kurtosis, frequently denoted with $\gamma_1$ and $\gamma_2$, have several drawbacks. They require symmetric distribution for interpretation, are sensitive to outliers, and their values are unrestricted (i.e., their span is from $-\infty$ to $\infty$). These properties make skewness and kurtosis difficult to summarise and compare across several attributes. We therefore provide also their robust variants proposed in Brys et al. (2006): medcouple (MC) and left/right medcouple (L/RMC). Nevertheless, the user is advised to check the values of skewness and kurtosis indicators with some knowledge of the domain.

The workflow of the whole process is illustrated in Figure 2. We normalise each numeric attribute to $[0, 1]$ to make comparison across attributes sensible. While value ranges do convey important information, they cannot be taken into account for comparisons across several attributes. Take for example medical records, where the scales of body temperature, mass, blood pressure, and cholesterol are very different and comparing differences in absolute numbers would not make sense. Normalisation of values is a common approach taken in machine learning for such cases, for example in attribute evaluation.

Input to each comparison workflow are two datasets. Comparison of attributes’ statistics computed on both datasets is tedious, especially for datasets with large number of attributes. We therefore first compute the standard statistics on attributes and then subtract the statistics of the second dataset from statistics of the first dataset. To summarise the results we report only an average difference for each of the statistics.
To compare distributions of attribute values we use Hellinger distance for discrete attributes and Kolmogorov-Smirnov (KS) test for numerical attributes. The Hellinger distance between two discrete univariate distributions $P = (p_1, \ldots, p_k)$ and $Q = (q_1, \ldots, q_k)$ is defined as

$$H(P, Q) = \frac{1}{\sqrt{2}} \sqrt{\sum_{i=1}^{k} (\sqrt{p_i} - \sqrt{q_i})^2}.$$ 

The maximal Hellinger distance between two distributions is 1. There are several other measures comparing similarity of two univariate distributions, for example Kullback-Leibler distance, Bhattacharyya distance, and Jensen–Shannon distance. As they are all strongly related to Hellinger distance we do not report their scores in this work. For numerical attributes we use two sample KS test, which tests if two one-dimensional probability distributions differ. The test uses maximal difference between two empirical cumulative distribution functions $F_1(x, n_1)$ and $F_2(x, n_2)$, on samples of size $n_1$ and $n_2$, respectively:

$$D(n_1, n_2) = \sup_x |F_1(x, n_1) - F_2(x, n_2)|.$$ 

To get an overall picture we report only the average Hellinger distance over all discrete attributes, and percentage of numeric attributes for which $p$-value of KS test is below 0.05 using the null hypothesis that attributes’ values in both datasets are drawn from the same distribution. For both Hellinger distance and KS test smaller values indicate greater similarity. The averages reported in the evaluation (Section 6) illustrate the univariate similarity of datasets.

### 4 Comparing clusterings

Clustering partitions the input instances into similar groups called clusters. The goal of clustering algorithms is to find such a partition of objects that objects in the same cluster are more similar to each other than objects in different clusters. The information about clustering offers an important introspection into the structure of the data. As no clustering algorithm is superior to others in all circumstances, the cluster validation measures ass
how well a given partitioning fits the structure underlying the data (Arbelaitz et al., 2013). Two main groups of cluster validation approaches exists, internal and external, based on availability of information in the validation process. The internal validation uses only the partition data to establish how appropriate the given partitioning is for a specified purpose. The idea of internal measures is to assess the balance between cluster compactness and between-cluster separation, where several definitions of compactness and separation exist. The external validation evaluates the degree of matching between two competing clusterings, mostly comparing the obtained clustering to a ground truth. From clustering validity research it is known that no clustering similarity index can outperform all the others in all scenarios (Jaskowiak et al., 2016), and in fact, many clustering similarity indexes are strongly correlated, in particular when they are adjusted for chance (Vinh et al., 2009; Jaskowiak et al., 2016).

Our aim is not to compare two clusterings on the same dataset, as both internal and external clustering validity measures do, but we want to use clusterings produced by one clustering method on two different datasets to assess similarity of these two datasets. The internal validation approaches are therefore not appropriate for our purpose, and even external validation measures are not directly applicable. In Section 4.2, we describe our novel approach which preprocess the two datasets so that standard external clustering comparison metrics (presented below) can be applied.

### 4.1 Similarity of two clusterings on the same dataset

Starting from the dataset \( D = \{(x_i)_{i=1}^n\} \) with \( n \) data points, we assume two different clusterings of \( D \), namely \( U = \{U_1, U_2, \ldots, U_u\} \) and \( V = \{V_1, V_2, \ldots, V_v\} \), where \( U_1 \cap U_2 \cap \cdots \cap U_u = \emptyset \), \( U_1 \cup U_2 \cup \cdots \cup U_u = D \), \( V_1 \cap V_2 \cap \cdots \cap V_v = \emptyset \), \( V_1 \cup V_2 \cup \cdots \cup V_v = D \). The information about overlap between clusters of \( U \) and \( V \) can be expressed with \( u \times v \) contingency table as shown in Table 1.

<table>
<thead>
<tr>
<th>( )</th>
<th>( V_1 )</th>
<th>( V_2 )</th>
<th>( \ldots )</th>
<th>( V_v )</th>
<th>( \text{Sum} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_1 )</td>
<td>( n_{1,1} )</td>
<td>( n_{1,2} )</td>
<td>( \ldots )</td>
<td>( n_{1,v} )</td>
<td>( u_1 )</td>
</tr>
<tr>
<td>( U_2 )</td>
<td>( n_{2,1} )</td>
<td>( n_{2,2} )</td>
<td>( \ldots )</td>
<td>( n_{2,v} )</td>
<td>( u_2 )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( U_u )</td>
<td>( n_{u,1} )</td>
<td>( n_{u,2} )</td>
<td>( \ldots )</td>
<td>( n_{u,v} )</td>
<td>( u_u )</td>
</tr>
<tr>
<td>( \text{Sum} )</td>
<td>( v_1 )</td>
<td>( v_2 )</td>
<td>( \ldots )</td>
<td>( v_v )</td>
<td>( n )</td>
</tr>
</tbody>
</table>

There are several measures comparing clusterings based on counting the pairs of points on which two clusterings agree or disagree (Vinh et al., 2009). Any pair of data points from the total of \( \binom{n}{2} \) distinct pairs in \( D \) falls into one of the following four categories.

- \( N_{11} \), the number of pairs that are in the same cluster in both \( U \) and \( V \)
- \( N_{00} \), the number of pairs that are in different clusters in both \( U \) and \( V \)
- \( N_{01} \), the number of pairs that are in the same cluster in \( U \) but in different clusters in \( V \)
- \( N_{10} \), the number of pairs that are in different clusters in \( U \) but in the same cluster in \( V \).
The values $N_{11}, N_{00}, N_{01},$ and $N_{10}$ can be computed from contingency table (Hubert and Arabie, 1985). Values $N_{11}$ and $N_{00}$ indicate agreement between clusterings $U$ and $V$, while values $N_{01}$ and $N_{10}$ indicate disagreement between $U$ and $V$. The rand index (RI) (Rand, 1971) is defined as

$$RI(U, V) = \frac{N_{00} + N_{11}}{\binom{n}{2}}.$$ 

The RI lies between 0 and 1 and takes the value 1 when the two clusterings are identical, and the value 0 when no pair of points appear either in the same cluster or different clusters in both $U$ and $V$. It is desirable that a clustering similarity indicator would take value close to zero for two random clusterings, which is not true for RI. The ARI (Hubert and Arabie, 1985) fixes this by using generalised hypergeometric distribution as a model of randomness and computes expected number of entries in the contingency table. It is defined as

$$\text{ARI} = \frac{RI - E[RI]}{\max(0, RI - E[RI])} = \frac{\sum_{i=1}^{u} \sum_{j=1}^{v} \binom{n_{i,j}}{2} - \left[ \sum_{i=1}^{u} \left( \binom{u}{2} \right) \sum_{j=1}^{v} \left( \binom{v}{2} \right) \right] / \binom{n}{2}}{\frac{1}{2} \left[ \sum_{i=1}^{u} \left( \binom{u}{2} \right) + \sum_{j=1}^{v} \left( \binom{v}{2} \right) \right] - \left[ \sum_{i=1}^{u} \left( \binom{u}{2} \right) \sum_{j=1}^{v} \left( \binom{v}{2} \right) \right] / \binom{n}{2}}. \quad (1)$$

The ARI has expected value of 0 for random distribution of clusters and value 1 for perfectly matching clusterings. ARI can also be negative.

Similar approach is taken in Fowlkes and Mallows (1983), who originally designed a measure to compare hierarchical clusterings. The Fowlkes-Mallows (FM) clustering similarity index is defined as:

$$FM = \sqrt{\frac{N_{11}}{N_{11} + N_{01}}} \cdot \frac{N_{11}}{N_{11} + N_{10}}. \quad (2)$$

The FM is 1 for perfectly matching clusterings and approaches zero for random clusterings.

Another frequently used similarity criterion is Jaccard index (Jaccard, 1901), defined as

$$J = \frac{N_{11}}{N_{11} + N_{01} + N_{10}}. \quad (3)$$

Somewhat different approach is taken in variation of information (VI) index (Meilă, 2007), where membership of an instance in a cluster is viewed as a random variable and then mutual information between two clusterings is computed as the information one clustering contains about the other. The VI measures the amount of information lost and gained in changing from one clustering to the other.

Following Arbelaitz et al. (2013), who tested validity of 30 internal clustering validity measures using ARI, Jaccard and VI index to compare produced clusterings to the predefined ground truth, we computed the same three measures and additionally the FM index. In our dataset comparison scenario the similarity results based on ARI, FM, Jaccard, and VI turned out to be strongly correlated (Pearson’s correlation coefficient between ARI and FM, Jaccard, and VI is 0.96, 0.97, and –0.91, respectively), so we report only ARI scores.
4.2 A workflow for comparing clusterings on two datasets

Standard external clustering similarity measures (like ARI, FM, J, and VI) compare two different clusterings on the same set of instances, while we want to compare similarity of two different sets of instances. To overcome this obstacle, we first cluster both datasets separately and extract medoids of the clusters for each clustering. The medoid of a cluster is an existing instance in the cluster whose average similarity to all instances in the cluster is maximal. For each instance in the first dataset, we find the nearest medoid in the second clustering and assign it to that cluster, thereby getting a joint clustering of both datasets based on the cluster structure of the second dataset. We repeat the analogous procedure for the second dataset and get a joint clustering based on the first dataset. These two joint clusterings are defined on the same set of instances (i.e., union of both datasets), therefore we can use standard external clustering similarity measures to assess similarity of the clusterings and compare structure of both datasets. The workflow of cluster based comparison of two datasets is presented in Figure 3.

Figure 3 The workflow for comparing two datasets based on clustering similarity

As we need to assign new instances to existing clustering we, as a matter of convenience, use partitioning around medoids (PAM) clustering algorithm (Kaufman and Rousseuw, 1990), which, besides partitions, outputs also medoids. Other clustering algorithms can be used, for example Jin et al. (2014), Reddy and Jana (2014) and Ashour and Fyfe (2014), but in this case centres of clusters have to be computed separately. Distance to the medoids is the criterion we use to assign new instances to existing clusters. PAM clustering is implemented in R package cluster (Maechler et al., 2013). To use it we first computed distances between instances of each dataset using Gower’s method (Gower, 1971). The method normalises numeric attributes to [0, 1] and uses 0-1 scoring of dissimilarity between nominal attributes.
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The number of clusters is set to an estimated optimal value separately for both compared datasets. Several heuristics exist to estimate the optimal number of clusters. We selected the optimum average silhouette width method, implemented in R package fpc (Hennig, 2013). The silhouette width method is an internal cluster validity measure which returns the best result in many contexts according to the large scale comparison of clustering validity indices conducted in Arbelaitz et al. (2013). Once instances from one datasets are assigned to the compared clustering and vice-versa, standard measures ARI, J, and FM are computed with R package flexclust (Leisch, 2006) and VI is computed with mcclust package (Fritsch, 2012).

5 Comparing classifications

The classification is probably the most important task in machine learning and data mining. As such the judgement weather two datasets can be used together or one dataset can be a substitute for the other in classification is an important question even without general interest in dataset similarity. We propose a dataset similarity workflow based on classification performance shown in Figure 4.

Figure 4 The workflow for comparing two datasets based on classification performance

The basic idea is to train classification models on both datasets. The two trained models are tested on yet unseen data from both datasets and the performances are compared. If the performance of a model trained on the first dataset is comparable for the first and the second dataset, this is an indication that the second data is within the first dataset distribution (i.e.,
there are not many outliers and all the aspects of the first dataset are captured). In this case the second dataset can, for example, represent a good substitute for the first dataset concerning machine learning and data mining tasks. If the model trained on the first dataset achieves better performance on the second dataset than on the first, this indicates that the second dataset may be a simplified version of the first one and may not contain all peculiarities of the first dataset. The analogous reasoning can be applied for the model trained on the second dataset.

In our workflow (Figure 4) we start with two datasets d1 and d2 (the first and the second one) and split them randomly but stratified into two halves (d1 produces d1a and d1b, d2 is split into d2a and d2b). Each of the four splits is used to train a classifier, and we name the resulting models m1a, m1b, m2a, and m2b, respectively. We evaluate the performance of these models on data unseen during training, so m1a is tested on d1b and d2, m1b is tested on d1a and d2, m2a uses d2b and d1, and m2b uses d2a and d1 as the testing set. Each test produces a performance score (e.g., classification accuracy, AUC, (area under the ROC curve i.e., area under the receiver operating characteristic curve), misclassification cost, etc.) which we average as in a 2-fold cross-validation to get the following estimates:

- performance of m1 on d1 (model built on first dataset and tested on the first dataset) is the average performance of m1a on d1b and m1b on d1a
- performance of m1 on d2 (classifier built on first dataset and tested on the second dataset) is the average performance of m1a on d2 and m1b on d2
- performance of m2 on d2 (model built on the second dataset and tested on the second dataset) is the average performance of m2a on d2b and m2b on d2a
- performance of m2 on d1 (model built on second dataset and tested on the first dataset) is the average performance of m2a on d1 and m2b on d1.

These estimates already convey an important information as discussed above, but we can subtract performances on the same dataset e.g., of m1 on d1 and m2 on d1 (models built on first and second dataset, both tested on the first dataset) to get \( \Delta d1 \) (and analogously \( \Delta d2 \)). This differences, in our opinion, are the most important indicators how suitable is the second dataset as a replacement for the first dataset in the development of classification methods. If, in ideal case, this differences would be close to zero, the second dataset would be good substitute for possibly small first dataset, and we can expect that performance of methods developed using the second dataset will be comparable when used on the first dataset.

6 Evaluation

We want to verify if the proposed comparison methods return results which are consistent with our expectations. We also try to determine working conditions of the comparison methods: on which datasets they work and where they fail.

To evaluate the comparison workflows, we perform an empirical evaluation using 15 datasets from UCI (University of California Irvine) repository (Bache and Lichman, 2014) with great variability in the number of attributes, types of attributes and number of class values. We use R package readMLData (Savicky, 2012) which provides a uniform interface for manipulation of UCI datasets. To provide sufficient data to make comparisons statistically reliable but to keep the computational load low, we limit our study to datasets
with the number of instances between 500 and 1000. Taking these conditions into account we extracted 15 classification datasets from a collection of 92 datasets kindly provided by the author of the package readMLData. The characteristics of these datasets are presented in Table 2.

### Dataset comparison workflows

Table 2  The characteristics of datasets used. The column are: \(n\) – number of instances, \(a\) – number of attributes, numeric – number of numeric attributes, discrete – number of discrete attributes, \(v/a\) – average number of values per discrete attribute, \(C\) – number of class values, majority \(\%\) – proportion of majority class in percent, missing \(\%\) – percentage of missing values

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(n)</th>
<th>(a)</th>
<th>Numeric</th>
<th>Discrete</th>
<th>(v/a)</th>
<th>(C)</th>
<th>Majority (%)</th>
<th>Missing (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annealing</td>
<td>898</td>
<td>38</td>
<td>6</td>
<td>32</td>
<td>2.4</td>
<td>5</td>
<td>76.2</td>
<td>0.00</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>625</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0.0</td>
<td>3</td>
<td>46.1</td>
<td>0.00</td>
</tr>
<tr>
<td>Breast-cancer-WDBC</td>
<td>569</td>
<td>30</td>
<td>30</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
<td>62.7</td>
<td>0.00</td>
</tr>
<tr>
<td>Breast-cancer-Wisconsin</td>
<td>699</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
<td>65.5</td>
<td>0.25</td>
</tr>
<tr>
<td>Credit-screening</td>
<td>690</td>
<td>15</td>
<td>6</td>
<td>9</td>
<td>4.4</td>
<td>2</td>
<td>55.5</td>
<td>0.64</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>540</td>
<td>37</td>
<td>20</td>
<td>17</td>
<td>8.7</td>
<td>2</td>
<td>57.8</td>
<td>5.00</td>
</tr>
<tr>
<td>PIMA-Indians-diabetes</td>
<td>768</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
<td>65.1</td>
<td>0.00</td>
</tr>
<tr>
<td>Soybean-large</td>
<td>683</td>
<td>35</td>
<td>0</td>
<td>35</td>
<td>2.8</td>
<td>19</td>
<td>13.5</td>
<td>9.77</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>531</td>
<td>101</td>
<td>101</td>
<td>0</td>
<td>0.0</td>
<td>48</td>
<td>10.4</td>
<td>0.00</td>
</tr>
<tr>
<td>Statlog-Australian</td>
<td>690</td>
<td>14</td>
<td>6</td>
<td>8</td>
<td>4.5</td>
<td>2</td>
<td>55.5</td>
<td>0.00</td>
</tr>
<tr>
<td>Statlog-German</td>
<td>1000</td>
<td>20</td>
<td>7</td>
<td>13</td>
<td>4.2</td>
<td>2</td>
<td>70.0</td>
<td>0.00</td>
</tr>
<tr>
<td>Statlog-German-numeric</td>
<td>1000</td>
<td>24</td>
<td>24</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
<td>70.0</td>
<td>0.00</td>
</tr>
<tr>
<td>Statlog-vehicle</td>
<td>846</td>
<td>18</td>
<td>18</td>
<td>0</td>
<td>0.0</td>
<td>4</td>
<td>25.8</td>
<td>0.00</td>
</tr>
<tr>
<td>Tic-tac-toe</td>
<td>958</td>
<td>9</td>
<td>0</td>
<td>9</td>
<td>3.0</td>
<td>2</td>
<td>65.3</td>
<td>0.00</td>
</tr>
<tr>
<td>Vowel-context</td>
<td>990</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0.0</td>
<td>11</td>
<td>09.1</td>
<td>0.00</td>
</tr>
</tbody>
</table>

With the first set of experiments, described in Section 6.1, we want to test the validity of the proposed workflows, so the workflows compare random subsets of datasets in Table 2. We expect that random subset are highly similar, subject to variation by chance. The second set of experiments, described in Section 6.2, puts the proposed methodology into practical use and we compare similarity of original datasets from Table 2 with datasets returned by generator of semi-artificial data. An efficient and reliable dataset similarity evaluation is of crucial importance for usability of semi-artificial data, as it establishes users’ confidence in the generated data.

### 6.1 Comparing random subsets

We first check if comparison workflows return expected results. We randomly split each dataset into two equal parts and pronounce them data1 and data2. We expect that produced pairs of datasets will be highly similar and that no significant differences will be found by the three workflows described in Sections 3–5. The results of comparisons are presented in Table 3. Before commenting on the results, we first give details of computed scores.

- **Statistics of attributes**: We compare standard statistics of numeric attributes (see workflow in Figure 2) – the mean, standard deviation, skewness, and kurtosis. The interpretations of skewness and kurtosis is difficult and relevant only per each dataset
and attribute separately, so we exclude skewness and kurtosis from the summary comparisons in this section. For numeric attributes we compute $p$-values of KS tests under the null hypothesis that attribute values from both compared datasets are drawn from the same distribution. We report the percentage of numeric attributes where this hypothesis was rejected at 0.05 level (lower value reported indicates higher similarity). For discrete attributes we compare similarity of value distributions using Hellinger distance. We report average Hellinger distance over all discrete attributes in each dataset.

- **Clustering:** The structure of two datasets is compared with k-medoids clustering computed separately on data1 and data2. In both cases the instances from dataset unused in clustering are assigned to produced partitions based on their nearest medoids. In these way each clustering contains all the instances from both data1 and data2 and we can use ARI (equation (1)) as presented in workflow on Figure 3 to asses clustering similarity. The class variables are excluded from the datasets. For many datasets computed ARI scores exhibit high variance, so we report the average ARI over 100 repetitions (each repetition randomly splits the data into two parts, named data1 and data2).

- **Classification performance:** We compare the predictive similarity of the two datasets using classification accuracy of random forests as illustrated in the workflow on Figure 4. We selected random forests algorithm to build prediction models due to its robust performance under various conditions (Verikas et al., 2011). The implementation used comes from R package CORElearn (Robnik-Šikonja and Savicky, 2015). The default parameters are used: we built 100 random trees with the number of randomly selected attributes in nodes set to square root of the number of attributes. We report $5 \times 2$ cross-validated performances of models trained and tested on both datasets.

The results of all three dataset similarity workflows are presented in Table 3. The column labelled with $\equiv$ gives the percentage of instances exactly equal in both datasets. This happens only in datasets which contain several copies of the same instance: annealing has 5%, breast-cancer-Wisconsin has 20.2%, and soybean-large has 9.4% of replicas in two random halves.

Columns labelled $\Delta_{\text{mean}}$ and $\Delta_{\text{std}}$ report average differences in mean and standard deviation for pairs of attributes normalised to $[0, 1]$. In all cases the differences are below 0.05, which shows that moments of distributions for individual attributes in both subsets are close. The distributions of individual attributes are compared with KS test for numeric attributes and with Hellinger distance for discrete attributes. Column labelled $KSp$ gives the percentage of $p$-values below 0.05 in KS tests comparing numeric attributes using the null hypothesis that pairs of attributes from two halves of datasets are drawn from the same distribution. For 9 out of 13 datasets the KS-test detects not a single difference in distributions, while for remaining datasets small differences are detected. Column labelled $\overline{H}$ presents average Hellinger distance for matching discrete attributes. For all datasets the distances are low (below 0.10).

The similarity of datasets may be a perquisite in development, simulation, and benchmarking. We evaluate this type of similarity via clustering and classification workflows. The column labelled ARI presents ARI. We can observe that the clustering similarity is considerable for many datasets (ARI > 0.5 for 8 out of 15 datasets) but there
are also some datasets where ARI is low (for 4 datasets the ARI is below 0.2). The numbers given are averages of 100 repetitions of workflow from Section 4 using random splits of dataset into data1 and data2. Given that datasets compared are random splits of the same dataset, we can conclude that in general clustering based similarity can be unreliable. This is not surprising given that most clustering algorithms are approximations for NP-hard (non-deterministic polynomial-time hard) problems and tend to find local minima of their objective functions. As stated in Ben-David et al. (2006) stability of clustering algorithms is fully determined by the behaviour of the objective function: if it has a unique global minimiser, the algorithm is stable, otherwise it is unstable. Taking this into account and knowing that in practice clustering algorithms strongly depend on the set of instances and initial choice of clusters, we recommend to treat ARI scores with caution: high ARI score is a sign that compared datasets are indeed similar while low ARI score may not be a sign that they are dissimilar. In the light of theoretical result of Ben-David et al. (2006) the reliability of this workflow could be improved if we find the right objective function i.e., the right clustering algorithm for each dataset. Such challenge is beyond the scope of this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Δmean</th>
<th>Δstd</th>
<th>KS鄢</th>
<th>H</th>
<th>ARI</th>
<th>m1d1</th>
<th>m1d2</th>
<th>m2d1</th>
<th>m2d2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annealing</td>
<td>5.0</td>
<td>0.01</td>
<td>0.0</td>
<td>0.02</td>
<td>0.859</td>
<td>96</td>
<td>97</td>
<td>96</td>
<td>97</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>0.0</td>
<td>-0.01</td>
<td>0.0</td>
<td>0</td>
<td>-0.181</td>
<td>83</td>
<td>84</td>
<td>82</td>
<td>84</td>
</tr>
<tr>
<td>Breast-cancer-WDBC</td>
<td>0.0</td>
<td>0.02</td>
<td>0.02</td>
<td>3.3</td>
<td>0.924</td>
<td>94</td>
<td>94</td>
<td>96</td>
<td>94</td>
</tr>
<tr>
<td>Breast-cancer-Wisconsin</td>
<td>20.2</td>
<td>-0.01</td>
<td>-0.00</td>
<td>0.0</td>
<td>0.945</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>Credit-screening</td>
<td>0.0</td>
<td>-0.03</td>
<td>-0.04</td>
<td>0.03</td>
<td>0.139</td>
<td>86</td>
<td>85</td>
<td>85</td>
<td>87</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>0.0</td>
<td>-0.00</td>
<td>0.01</td>
<td>0.07</td>
<td>0.489</td>
<td>74</td>
<td>75</td>
<td>76</td>
<td>75</td>
</tr>
<tr>
<td>PIMA-Indians-diabetes</td>
<td>0.0</td>
<td>0.00</td>
<td>0.01</td>
<td>0.0</td>
<td>0.518</td>
<td>76</td>
<td>74</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Soybean-large</td>
<td>9.4</td>
<td>-</td>
<td>-</td>
<td>0.03</td>
<td>0.565</td>
<td>88</td>
<td>88</td>
<td>89</td>
<td>85</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>0.0</td>
<td>0.01</td>
<td>-0.00</td>
<td>2.0</td>
<td>0.964</td>
<td>44</td>
<td>42</td>
<td>41</td>
<td>47</td>
</tr>
<tr>
<td>Statlog-Australian</td>
<td>0.0</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.05</td>
<td>0.706</td>
<td>86</td>
<td>86</td>
<td>86</td>
<td>87</td>
</tr>
<tr>
<td>Statlog-German</td>
<td>0.0</td>
<td>0.01</td>
<td>-0.00</td>
<td>14.3</td>
<td>0.308</td>
<td>76</td>
<td>72</td>
<td>76</td>
<td>71</td>
</tr>
<tr>
<td>Statlog-German-numeric</td>
<td>0.0</td>
<td>-0.00</td>
<td>-0.00</td>
<td>0.0</td>
<td>0.249</td>
<td>77</td>
<td>71</td>
<td>74</td>
<td>75</td>
</tr>
<tr>
<td>Statlog-vehicle</td>
<td>0.0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.0</td>
<td>0.944</td>
<td>71</td>
<td>72</td>
<td>71</td>
<td>73</td>
</tr>
<tr>
<td>Tic-tac-toe</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td>0.03</td>
<td>0.095</td>
<td>86</td>
<td>85</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>Vowel-context</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
<td>10.0</td>
<td>0.106</td>
<td>74</td>
<td>77</td>
<td>76</td>
<td>75</td>
</tr>
</tbody>
</table>

The columns m1d1, m1d2, m2d1, and m2d2 in Table 3 report 5x2 cross-validated classification accuracy of random forest models trained on either the first (m1) or the second (m2) data split and tested on both splits (d1 and d2). We can observe that no difference
in performance on d1 (i.e., between models m1d1 and m2d1) is larger than 3% and no
difference on d2 (i.e., between models m1d2 and m2d2) is larger than 6%. These differences
are statistically insignificant using Wilcox paired two sample test with $p$-values being 0.55
and 0.67, respectively. We conclude that comparisons of classifications give stable and
expected results, therefore we can use the workflow from Section 5 to assess classification
similarity of datasets.

6.2 Semi-artificial data

Several data mining tasks need large amounts of data for simulation, development of domain
specific adjustments and setting of models’ parameters. One possibility to gain sufficient
number of adequate instances is to prepare a problem-specific data generator which mimics
the decision process. Such a generator has to be prepared separately for each dataset which
is not trivial and may require significant effort. Another more general approach was taken
in Robnik-Šikonja (2014a), where radial based function (RBF) networks are used to learn
properties of given datasets and then learned models are turned into generators able to
produce semi-artificial data. Users of these generators require an empirical evaluation in
order to be sure that generated datasets are similar enough to the original datasets. The
presented workflows allow such an evaluation and give users information whether the
generated data can be used instead/beside the original dataset in many data mining tasks. We
use the three presented workflows to compare the original datasets with the datasets returned
by the generators. The generators are available from R package semiartificial (Robnik-
Šikonja, 2014b).

For each original dataset from Table 2 the instances are randomly split into two equal
parts. One part of the original dataset is used to create problem specific semi-artificial
data generator. Default parameters of the RBF-based generator are used. The produced
generators create the same number of instances as in the original datasets with the same
distribution of classes. We compare the original datasets with the generated ones using the
three workflows described in Sections 3–5.

The results of comparisons are presented in Table 4. The column labelled $G$
presents
the number of Gaussian kernels in the constructed generators. Relatively large number of
Gaussian units are needed to adequately represent the training data which is an indication of
sparse nature of the data and fitting local specifics in RBF generator. The column labelled $t$
gives time in seconds needed to construct the generators. The time to generate new instances
is negligible (below 1 s in all cases), so we do not report it.

The percentage of generated instances exactly equal to the original instances (column $=$)
is nonzero only for datasets with solely discrete attributes where the whole problem
space is rather small and identical instances are to be expected.

Average differences in mean (column $\Delta_{mean}$) and standard deviation (column $\Delta_{std}$)
for attributes normalised to $[0, 1]$ are in all cases below 0.10 which shows that moments of
the distributions for individual attributes are close to the originals. For almost all datasets
and most of the attributes the KS-test (column $KSp$) detects the differences in distributions
of matching numerical attributes. For most datasets the Hellinger distances (column $\bar{H}$) are
low (i.e., below 0.11).
Table 4

<table>
<thead>
<tr>
<th>Dataset</th>
<th>G</th>
<th>t</th>
<th>∆mean</th>
<th>∆std</th>
<th>KSp</th>
<th>H</th>
<th>ARI</th>
<th>m1d1</th>
<th>m1d2</th>
<th>m2d1</th>
<th>m2d2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annealing</td>
<td>143</td>
<td>12.0</td>
<td>0.098</td>
<td>0.024</td>
<td>100</td>
<td>0.029</td>
<td>0.721</td>
<td>98</td>
<td>92</td>
<td>97</td>
<td>93</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>212</td>
<td>4.5</td>
<td>0.010</td>
<td>0.037</td>
<td>100</td>
<td>–</td>
<td>0.288</td>
<td>84</td>
<td>85</td>
<td>83</td>
<td>88</td>
</tr>
<tr>
<td>Breast-WDBC</td>
<td>151</td>
<td>6.0</td>
<td>–0.021</td>
<td>–0.047</td>
<td>97</td>
<td>–</td>
<td>0.951</td>
<td>95</td>
<td>97</td>
<td>95</td>
<td>98</td>
</tr>
<tr>
<td>Breast-WISC</td>
<td>122</td>
<td>3.9</td>
<td>–0.011</td>
<td>0.017</td>
<td>100</td>
<td>–</td>
<td>0.968</td>
<td>96</td>
<td>98</td>
<td>97</td>
<td>98</td>
</tr>
<tr>
<td>Credit-screening</td>
<td>342</td>
<td>13.4</td>
<td>–0.091</td>
<td>–0.063</td>
<td>83</td>
<td>0.032</td>
<td>0.115</td>
<td>87</td>
<td>92</td>
<td>87</td>
<td>94</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>355</td>
<td>27.1</td>
<td>–0.015</td>
<td>–0.063</td>
<td>100</td>
<td>0.106</td>
<td>0.602</td>
<td>78</td>
<td>73</td>
<td>73</td>
<td>86</td>
</tr>
<tr>
<td>PIMA-diabetes</td>
<td>506</td>
<td>12.3</td>
<td>–0.021</td>
<td>–0.024</td>
<td>100</td>
<td>–</td>
<td>0.295</td>
<td>76</td>
<td>81</td>
<td>76</td>
<td>84</td>
</tr>
<tr>
<td>Soybean-large</td>
<td>300</td>
<td>41.6</td>
<td>0.16</td>
<td>0.058</td>
<td>0.385</td>
<td>92</td>
<td>94</td>
<td>83</td>
<td>96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectrometer</td>
<td>473</td>
<td>33.1</td>
<td>0.008</td>
<td>0.032</td>
<td>97</td>
<td>–</td>
<td>0.969</td>
<td>49</td>
<td>57</td>
<td>38</td>
<td>88</td>
</tr>
<tr>
<td>Statlog-Austr</td>
<td>333</td>
<td>9.6</td>
<td>–0.082</td>
<td>–0.053</td>
<td>100</td>
<td>0.030</td>
<td>0.939</td>
<td>87</td>
<td>91</td>
<td>87</td>
<td>93</td>
</tr>
<tr>
<td>Statlog-German</td>
<td>845</td>
<td>39.1</td>
<td>–0.042</td>
<td>0.020</td>
<td>100</td>
<td>0.060</td>
<td>0.253</td>
<td>75</td>
<td>83</td>
<td>76</td>
<td>96</td>
</tr>
<tr>
<td>German-num</td>
<td>723</td>
<td>24.5</td>
<td>0.023</td>
<td>0.019</td>
<td>100</td>
<td>–</td>
<td>0.159</td>
<td>75</td>
<td>80</td>
<td>76</td>
<td>83</td>
</tr>
<tr>
<td>Statlog-vehicle</td>
<td>571</td>
<td>17.3</td>
<td>–0.035</td>
<td>–0.031</td>
<td>100</td>
<td>–</td>
<td>0.954</td>
<td>74</td>
<td>72</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>Tic-tac-toe</td>
<td>859</td>
<td>28.6</td>
<td>0.004</td>
<td>–0.016</td>
<td>0</td>
<td>–</td>
<td>0.164</td>
<td>95</td>
<td>98</td>
<td>74</td>
<td>99</td>
</tr>
<tr>
<td>Vowel-context</td>
<td>291</td>
<td>12.4</td>
<td>0.004</td>
<td>0.016</td>
<td>0</td>
<td>–</td>
<td>0.441</td>
<td>88</td>
<td>77</td>
<td>85</td>
<td>76</td>
</tr>
</tbody>
</table>

The comparison of original and generated datasets. The columns are the same as in Table 3 except for G—the number of Gaussian kernels in generative model and t—generator construction time in seconds. In classification comparison for models m1X and m2X 1 stands for the original data and 2 for the generated data.
The clustering similarity (column ARI) is considerable for many datasets (ARI > 0.5 for 7 of 15 datasets) but there are also some datasets where it is low (ARI < 0.2 for 3 out of 15 datasets). When comparing these numbers to the ones reported for random splits of the same dataset in Table 3, we can notice that clustering based similarity is only slightly worse for the generated data, which is an indication that the generated data is a good approximation of originals in unsupervised learning.

The columns m1d1, m1d2, m2d1, and m2d2 report 5x2 cross-validated classification accuracy of random forest models trained on either original (m1) or generated (m2) data and tested on both original (d1) and generated (d2) data. A general trend observed is that on majority of datasets model trained on original data (m1) performs better on generated data than on the original data (m1d2 is larger than m1d1 for 11 of 15 datasets). This indicates that some of the complexity of the original data is lost in the generated data. This is confirmed also by models built on generated data (m2) which mostly perform better on the generated than on original data (m2d2 is larger than m2d1 in 13 out of 15 datasets). Nevertheless, the generated data can sometimes be a satisfactory substitute, namely, models build on generated data outperform models built on original data when both are tested on original data (m2d1 is larger than m1d1 in 3 cases out of 15, in 8 cases m1d1 is larger and in 4 case there is a draw). The results show that classification workflow can distinguish between successfully and unsuccessfully generated semi-artificial datasets. The gives users of semiArtificial and other custom built data generators an important information about the usability of the generated datasets.

6.3 Computational complexity of the workflows

The computational complexity of the three proposed workflows partially depends on used components. The most complex operation in the statistical workflow is counting the number of equal instances in both datasets which is upper bounded by $O(a n^2)$, where $a$ is the number of attributes and $n$ the number of instances. The implementation using hash map would reduce this to $O(a n)$. Computation of statistics mean, standard deviation, skewness, kurtosis, medcouple, L/R medcouple, Hellinger distance, and KS test takes $O(n)$.

The clustering workflow executes a chosen clustering algorithm and heuristics to estimate an appropriate number of clusters. The expected running time of $k$-medoid clustering we use is $O(a n k)$, where $k$ is the number of clusters. The silhouette heuristics requires $O(a n k^2)$. We use several repetitions of the whole process to reduce the variance of the reported means.

The computational complexity of classification workflow is the same as complexity of the used learning algorithm. For random forests we used, the expected running time is upper bounded by $O(t m n \log n)$ where $t$ is the number of trees, $m$ is the number of randomly selected features in each node, and $n$ is the number of instances.

We measured the actual running times of all three proposed workflows on a single core of 2.67GHz Intel I7 Windows 7 machine with R 3.2 and 12GB RAM. We report average times for comparisons of 15 random data subsets as reported in Table 3. The executions take 0.2 s for statistical workflow (computing mean, standard deviation, skewness, kurtosis, medcouple, L/RMC, KS test, and Hellinger distance), 1.5 s for one repetition of clustering workflow (using preprocessing with $k$-medoid clustering, silhouette heuristics, and similarity measures ARI, FM, J, and VI), and 72s for classification workflow (using 5 × 2 cross-validation with random forests algorithm building 100 trees in each fold). As computational complexity is (super)linear in the number of attributes and number of
instances considerably larger datasets can be compared in practice (with expected linear increase in time). All components of the workflows can get significant speedup on parallel and distributed architectures and this is a recommend approach for really large datasets.

7 Conclusions and further work

We presented three practically useful dataset comparison workflows which help to answer the question how similar two datasets are. The first workflow compares matching pairs of attributes in the two datasets. It computes differences in their statistics: mean, standard deviation, skewness, kurtosis, medcouple and L/R medcouple. It also assesses similarity of attribute distributions using Kolmogorov-Smirnov test for numeric attributes and Hellinger distance for discrete attributes. The second workflow tests structural similarity of datasets based on clustering. We preprocess compared datasets so that standard external clustering validation methods can be used. We use ARI, Fowlkes-Mallows index, Jaccard index and Variance of Information index. As the results of clustering algorithms tend to have large variance, low similarity score returned by this workflow has to be taken with caution. The third workflow compares similarity of classifications, which is important for many practical uses.

We evaluated the three workflows on a collection of UCI datasets. By testing similarities of random halves of datasets we established the baseline of expected results. Testing samples generated by the RBF networks based data generators we were able to distinguish between successful and unsuccessful generators. This can help users decide if their generated semi-artificial dataset is a usable substitute for the original dataset.

Many improvements are possible and the proposed workflows could be parameterised in several ways. Statistical workflow could be extended with robust statistics based on percentiles as well as other statistical tests for distributions of univariate data. Clustering workflow could incorporate heuristics to suggest the most appropriate clustering method which might reduce clustering variability. For hierarchical clustering specific similarity measure adaptations could be introduced. Classification workflow could be extended to regression and multi-labelled classification.
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